An Online Algorithm for Constrained Face Clustering in Videos
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Motivation & Objective

« Face clustering is challenging: faces exhibit wide
variability in scale, pose, illumination, expressions.

« Existing face clustering algorithms are mostly offline -
does not help it the complete data is not available or is
too large.

« Accurate online face clustering in long, real
world videos.

« Applications: video summarization, indexing, retrieval.

Methodology

= Shot boundary detection: Distances between three consecutive
frames are used to detect shot boundaries. All frames within a shot
are processed together.

= Feature extraction: DIlib Face Detector is run on each frame
followed by OpenFace to extract FACENET embeddings.

= Facetrack creation: Faces in consecutive frames with short
spatial distance and feature distance are clubbed together to form
facetracks: V.

« Online Clustering: With K facetracks {V, 1% | and set of cluster
centers C, construct constraint matrix Q

0 if V, and V, overlap in time
Q(p, q) = o
1 otherwise
Construct distance matrix D and run Algorithm 1
1 N,
D(l, k) — d(Cl, Vk) =4 — Z HVk — CZHQ
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Performance Evaluation Qualitative Results
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« Buffy database (BF2006) [1]: 229 facetracks of 6
characters (17, 337 faces)

= Notting Hill database (NH2016) [2|: 277 facetracks of 7
characters (19, 278 faces)

Table 1: Comparison with the online face clustering method

BF2006 NH2016
TCCRP [3] Proposed TCCRP |3| Proposed
Homogeneity 0.93 0.68 0.92 0.88
Completeness 0.44 0.69 0.44 0.89
I/ measure 0.60 0.68 0.58 0.89
clusters D7 I 61 I

Table 2: Comparison with the state-of-the-art (offline) clustering methods

in terms of clustering accuracy (%)

Online Clustering Algorithm

Method BF2006 NH2016

Algorithm 1: Facetrack clustering for a given shot. ULDML [4] 49.29 43.82
Input: Face track features in the current shot: {V;}i* cHMRF 2] 61.87 47.94 a4 ‘
Initial clusters: C FaceNet 4+ aCNN [5] 89.90 00.17 6 character clusters, 1 noisy cluster (7th row) in NH2016.
Output: Updated C |
Initialize: ind = [1,2, ..., K|, W = all-ones matrix. FaceNet + GMM 54.21 (346 Code and Experiments
FaceNet + Kmeans  82.92 71.66
Cor?pute Q, D using (1) and (1) Proposed 82.12 93.84 » Code and experiments available at
“_’h'le length(ind) > 0 do Proposed + GMM  93.79 04 17 https://github.com/ankuPRK /COFC
if C not empty && max; (D ©® W) > 7 then . . .
A ’ » For queries and suggestions please email to
]({l’ k) < gfl%]maxl?k (DOW) ankuprk@gmail.com
* < 1n
Update cluster center c» with V. . . .
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