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Introduction: Image Question Answering

An Image QA system takes an input image and a natural language
question pertaining to the image and produces an answer as the output.

Figure: Sample images and questions in VQA dataset

In our presentation,we are interested in approaches with single word
answer outputs.
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Stacked Attention Networks

� proposed method that allows for multi-step reasoning for image QA

� SAN consists of 3 major components
1 image model
2 question model
3 stacked attention networks
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Image Model

A CNN, VGGNet is used by the image model to extract the image feature
map fI from a raw image I, VGGNet is used:

Figure: CNN based image model

fI = CNNvgg(I) (1)

use a single layer perceptron to transform each feature vector to a new
vector that has the dimension (dxm), d being the dimension of question
vector, m being no. of regions.

vI = tanh(WIfI + bI) ∈ Rdm (2)
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CNN based question model

First embed words to vectors xt = Weqt and get the question vector by
concatenating the word vectors:

x1:T = [x1, x2, ..., xT ] (3)

h = [h̃1, h̃2, h̃3] (4)

where h̃i is the output CNN model with i-gram convolution filter. Hence,
vQ = h ∈ Rd is the CNN based question vector.
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Stacked Attention Networks

For attention regions in the image, vI and vQ are fed into single layer
neural network and softmax function

hA = tanh(WI,AvI ⊕ (WQ,AvQ + bA)) (5)

pI = softmax(WPhA + bP ) ∈ Rm (6)

where vI ∈ Rd×m, {WI,A, WQ,A} ∈ Rk×D, WP ∈ R1×k

sI =
∑
i

pivi ∈ Rd, i = 1, 2..m (7)

u = sI + vQ (8)

u ∈ Rd is the modified query vector. This process is repeated K times via
K SAN layers to get uK , which is then used for final classification.
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Model 1

Figure: SAN a obtains an m dimensional probability vector pm to modify query
vector vQ to uQ as given in original paper, and then ith region of vI is multiplied
by ith element of pm to obtain modified image matrix uI . SAN b is normal SAN
layer on uI and uQ to get zQ
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Model 2

Figure: SAN a obtains pm to simply obtain modified query vIp. SAN b obtains
probability vector pd that modifies query to get vQp. Both these are added to get
zQ

Prakhar K, Preetansh Goyal, R.N.Viswanadh (IIT Kanpur)CS698A Final Project Report 8-11-2016 9 / 15



Model 3

Figure: SAN a obtains SAN a obtains pm to simply obtain modified query uQ.
SAN b obtains pd to modify image matrix vI by adding p.q to each row, to get
uI . Finally, uI and uQ are passed through normal SAN layer to get zQ.
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Model 4

Figure: It is just an alternate version of Model 2 where SAN a is used to get uQ,
then uQ and vI are passed in SAN b to finally get uI , and then we have normal
SAN c over uI and uQ to get zQ
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Results

Comparison of the results we obtained:

Method Accuracy

Model Accuracy (SAN) 52.255% (50 epochs)
Model Accuracy (Model 1) 52.213%(50 epochs)
Model Accuracy (Model 2) 35.5% (20 epochs)
Model Accuracy (Model 3) 47.6% (4.12 epochs)
Model Accuracy (Model 4) 52.424% (50 epochs)
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Summary and Contributions

1 We have designed and successfully implemented four different
co-attention models over the existing SAN model.

2 Per person contribution:

Prakhar: Model Designing of model 3 and Implementation on GPU.
Preetansh: Model Designing of model 2,4 and Implementation on GPU.
Viswanadh: Model Designing of model 1, GPU configuration,
Implementation on GPU.
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End of Presentation

Thank you.
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